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Abusive language online has sparked debates 
about how to define and characterize it and to 
determine its impacts on users and businesses (3, 5, 
6, 9). Publications on abusive comment moderation 
use both binary (7) and multi-class classifications 
(2, 8). Binary classifications label data  as either 
abusive or not abusive. Multi-class classifications 
include data that have more than two label options 
for an element. We aim to explore the benefits of 
multi-class classification for efficient and precise 
labeling of abusive online comments.

How we analyze these data is another question, 
and further, what sort of semi-automatic system 
can learn to identify abusive language?  Academic 
research (1, 2, 4, 7, 8, 10) and industry  point 
toward machine learning (ML, a field in which 
statistical models learn from data sets to predict a 
target) to solve this problem. Google’s Perspective 
program has shown promising results in working 
with different newspaper companies (https://
www.perspectiveapi.com/#/home). Nevertheless, 
the component of ML concerning abusive language 
detection remains understudied. Auto-Machine 
Learning (Auto-ML) was first developed  for non-
technical experts to utilize ML technology more 
easily. However, Auto-ML also expedites data 
processing, model selection, and model parameter 
selection for researchers.

In this study, we selected data sets containing 
tweets from multi-class research conducted in 
English and German. The English-language dataset 
from Davidson, Warmsley, Macy, and Weber 
includes 24,802 tweets and is labeled as follows: 
5% hate speech, 76.6% offensive, and 16.6% 
neither (4). The German-language dataset from 
Wiegand, Siegel, and Ruppenhofer labeled tweets 
as 21.0% abuse, 11.4% insult, 1.3% profanity, and 
66.1% other (10). Once we clean the data sets 
(make all letters lowercase and restrict the length 
of the text to a specific range), we will split the 
data into training and testing data sets with a 9:1 
ratio. We will then give our Auto-ML model the 
training data set to learn and subsequently we will 

evaluate the model on our testing data set. After 
we train and test the model, we will compare the 
results of the Auto-ML with the machine learning 
to results from current literature. We will explore 
whether a similar Auto-ML model works best for 
both English and German abusive language data 
sets or if specific models worked better for English 
rather than German data sets.  
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